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Seeking structure-property relation-
ships is an accepted paradigm in materi-
als science, yet these relationships are
often not linear. The challenge is to be
able to link materials behavior and seek
patterns among multiple length and time
scales. Materials informatics and statis-
tical learning techniques permit one to
survey complex, multiscale information
inanaccelerated and statistically robust
and yet meaningful manner. When this
is coupled with advanced tools for com-
putational thermodynamics and kinetic
simulations, the resultis a powerful com-
putational infrastructure for materials
design. This paper provides an overview
of the value of this integrated approach
to materials modeling in addressing the
challenges in linking length scales.
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INTRODUCTION

Materials design is a process to
determine optimal combinations of
material chemistry, processing routes,
parameters to robustly

and processing

meet specific p
such as mechanical properties and corro-
sion resistance. This process is iterative

by nature due to the incompleteness of

formance requirements

the design knowledge base and the lack
of one-to-one correspondence in this
inverse problem. This paper provides two
computational approaches to materials
design. One is to apply a set of compu-
tational strategies that capture different
length scales of materials behavior and
integrate information across these length
scales using advanced discretization

First-principles
calculations

and parallel algorithms and a software
architecture for distributed computing
systems. Thisis termed “hard modeling,”
and builds on well-established constitu-

tive relationships.

The other approach is to seek, through
statistical learning techniques, heuristic
relationships between data across length
scales. Of course, the interpretation of
such relationships has to be built on
fundamental materials-science prin-
ciples. This approach can significantly
accelerate the process of screening
computational results. While a funda-
mental tenet in materials science is to
establish structure-property relation-
ships, it is the life sciences and organic
chemistry community that has formally
introduced the concept of quantitative
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structure activity (also termed property)
relationships (QSAR or QSPR). Unlike
classical materials-science approaches,
which relate structure and function
through physically based models (e.g.,
thermochemical and microstructural
evolution models), QSARs are derived
from a model-independent approach,
sometimes called “soft modeling.”

HARD MODELING
STRATEGY

Recently, an integrated framework
was developed for multi-scale materials
simulation and design' named MatCASE
(Materials Computation and Simulation
Environments), which involves four
major computational steps as shown in
Figure 1: atomic-scale first-principles
calculations to predict thermodynamic
properties, lattice parameters, and
Kinetic data of unary, binary, and ternary
compounds and solutions phases: the
CALPHAD (CALculation of PHAse
Diagrams) data-optimization approach
to model thermodynamic properties,
lattice parameters, and Kinetic data of
multicomponent systems: a multicom-
ponent phase-field approach to predict
the evolution of microstructures in one
to three dimensions; and finite-element
analysis to generate the mechanical
response from simulated microstruc-
tures. These four stages are integrated
withadvanced discretization and parallel
algorithms and a software architecture
for distributed computing systems. This
paper will focus on microstructure evolu-
tions of nickel-based superalloys starting
from the generation of materials data
needed for such simulations and their
integration in terms of information flow
and data processing.

First-Principles Calculations
of Materials Properties

First-principles calculations, based on
density functional theory, require only
knowledge of the atomic species and
crystal structure. They yield quantities
related to the electronic structure and
total energy of a given system and can
be used to accurately predict phase sta-
bilities of compounds at 0 K. Coupling
with frozen phonon or linear response
techniques, it opens the possibility for
exploring finite-temperature vibrational
effects for both stable and metastable
phases. The latter is often crucial to
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Figure 2. Phonon-dispersion calculations for L1, Ni,Al. The solid and dashed lines correspond

to the supercell calculations.®

materials properties but difficult to iso-
late and study experimentally.

For thermodynamic properties, there
are three typically additive contributions
to the free energy. The first contribution
is the cold energy or the 0 K total energy.
In this case, the atoms are kept fixed at
their static lattice positions. Second,
for thermodynamic properties at finite
temperatures, the contribution of lattice
thermal vibration needs to be taken into
account. Theoretically, the commonly
accepted method is the lattice dynamics
or phonon approach. When temperature
is increased, especially for cases when
the electronic density of state at the
Fermilevelis high, the third contribution
to be included is the thermal electronic
contribution (TEC). When the magnetic
contribution and the electron-phonon
interactions are neglected, TEC to the
freeenergy F  is obtained from the energy
andentropy contributions (i.e.. E_~TS ).
This approach enables the study of the
phase stability at high temperatures of
pure elements and compounds.**

The current first-principles imple-
mentations of phonon theory are divided
into two categories: the linear-response
method and the supercell method. In
the linear-response method, the normal
frequencies (i.e., phonon frequencies)
associated with microscopic displace-
ments of atoms inacrystal are calculated
by means of dynamical matrix which is
the reciprocal-space expression (Fourier
transform) of interatomic force constant

matrix. The supercell method adopted the
frozen-phonon approximation through
which the changes in total energy or
forces are calculated in the real space by
displacing the atoms from their equilib-
rium positions. If oneis only interested in
the gross phonon frequencies, the results
of supercell calculation and linear-
response calculation are very similar.**
The Alloy-Theoretic Automated Toolkit
(ATAT) code developed by van de Walle
etal.” serves as the interface connecting
to the Vienna ab-initio simulation pack-
age (VASP) code for phonon calculations
in the supercell method.
While the calculation of the electronic
structure of perfectly ordered periodic
structures with first-principles methods
is well established, it is not the case for
phases with finite solubilities. A couple
of representative methods used to obtain
the properties of random solid solutions
from theoretical calculations include
the coherent potential approximation,”
the cluster expansion,*’ and the special
quasi-random structures (SQS)."” Each
method has its own limitations in repre-
senting random solutions, and it seems
that the SQS provide an optimal com-
bination in terms of computational effi-
ciency and accuracy.'" The SQS mimic
a random solution phase by creating a
small (448 atoms) periodic structure
that best satisfies the pair and multisite
correlation functions corresponding to
a random solid solution, up to a certain
coordination shell. In terms of computa-
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tional efficiency, one single calculation

on SQS can give various properties of

random alloys, and only the SQS allow
direct calculations of real-space quanti-
ties (e.g., lattice parameters and bond
lengths) of alloys in comparison with the
otherapproaches. Using the ATAT code,”
the SQS are now available for body-
centered cubic,"” B2," Laves phases,"
halite,'s hexagonal-close packed,'® and
L1, structures."’

Additionally, first-principles calcu-
lations of a wide range of materials
properties such as interfacial energy,'™"”
antiphase boundary energy,” diffusiv-
ity,”** and elastic constants,” are also
possible.

CALPHAD Modeling of
Materials Properties

The CALPHAD approach was pio-
neered by L. Kaufman* for modeling of
thermodynamic properties and has been
extended to modeling the atomic mobil-
ity, molar volume, and other materials

properties. It is based on mathemati-
cally formulated models describing the
thermodynamic properties of individual
phases with model parameters evaluated
from thermochemical and phase equi-
librium data. The CALPHAD approach
is particularly valuable in materials
science and engineering in comparison
with physics and chemistry due to more
complicated systems studied such as
multicomponent solution phases. It has
produced reliable phase diagrams and
stability maps for complicated multi-
component commercial alloys.”* This

approach begins with the evaluation of

the thermodynamic descriptions of unary
and binary systems. By combining the
constitutive binary systems with ternary
data, ternary interactions and Gibbs
energy of ternary phases are obtained.

Models for the Gibbs energy are based
onthe crystal structures of the phases. For
pure elements and stoichiometric com-
pounds, the most commonly used model
is the one suggested by the Scientific
Group Thermodata Europe (SGTE).”
The SGTE data for pure elements have
been compiled by A. Dinsdale.” For mul-
ticomponent solution phases, the molar
Gibbs energy has the general formula
shown in Equation 1 (all equations are
shown in the Equations table), where
“G  represents the reference Gibbs
energy of the phase, ““'G  the ideal
mixing contribution, and *G_ the excess
Gibbs energy of mixing due to non-ideal
interactions. A variety of mathematical
models have been developed for these
three terms.” For phases experiencing
order-disorder transitions, one may
separate the ordering contribution from
the Gibbs energy of a disordered phase
so the disordered phase can be modeled
independently, as suggested by I. Ansara
etal.

The atomic mobility (M) is related
to the tracer diffusion coefficient (D)
through the Einstein Equation 2, with
D, expressed by D"=D "exp(-Q,/RT),
where D and Q, are the prefactor and
activation energy. The atomic mobility
can be written as Equation 3, with A®,
=Q,— RT In D". The atomic mobility
can be modeled using the CALPHAD
approach, similar to thermodynamics.”
The atomic mobility can be used to
calculate the intrinsic diffusivity in the
lattice-fixed frame of reference and the
interdiffusion coefficients in the volume-

fixed frame of Reference 31. The effect
of chemical ordering can be treated using
a two-sublattice model by T. Helander
and J. Agren.”

The molar volume of a phase can be
calculated from its molar Gibbs energy
provided the pressure dependence of
Gibbs energy is available.™ As the effect
of pressure on Gibbs energy under ambi-
ent conditions is relatively small with
respect totemperature and compositions,
alternatively, one can model the lattice
parameter directly using the similar
phenomenological approach as recently
carried out by T. Wang et al.*

Phase-Field Simulation
Principles

In a phase-field model, a microstruc-
ture is described using one or more
physical and/or artificial field variables.*
These variables are uniform inside a
phase or domain away from the inter-
faces. The same phase or the same types
of domains have the same values for the
field variables. Different values of the
field variables, for example, 0 and 1,
distinguish different phases or domains.
Across the interfaces between different
phases or domains, the field variables
vary continuously from one uniform
value corresponding to one type of phase
or domain to another corresponding to
another phase or domain. Therefore,
the interfaces in a phase-field model are
diffuse and possess a certain thickness.
Field variables can be either conserved
or non-conserved, depending on if they
satisfy the local conservation law, dd/ot
= VeJ where ¢ is a field variable and J
is the corresponding flux. For example,
composition and temperature fields are
both conserved while long-range order
parameter fields describing ordered
domain structures are non-conserved.

In the phase-field approach, the
thermodynamics of an inhomogeneous
microstructure are described by the
diffuse-interface theory of J. Cahn and
J. Hilliard.* The temporal and spatial
evolution of the field variables follows
the same set of Kinetic equations. All
conserved fields, ¢, evolve with time
according to the Cahn-Hilliard equa-
tion,”” or simply the diffusion equation
in the case that no gradient energy is
introduced for the conserved variable.
The non-conserved fields, 0, are gov-
erned by the Allen-Cahn equation. ™ The
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microstructure evolution of a system
can be obtained by numerically solving
the systems of Cahn-Hilliard diffusion
equations and the Allen-Cahn relaxation
equations subject to appropriate initial
and boundary conditions.

In order to relate the phase-field
parameters to the experimentally mea-
surable thermodynamic and Kinetic
properties, one has toexamine the phase-
field equations in the sharp- and/or thin-
interface limit. This is particularly true
forphase-field models with artificial field
variables for which the corresponding
Kinetic parameters are notdirectly related
to the measurable physical properties. A
sharp-interface analysis” matches the
phase-field parameters at the limitof zero
interfacial thickness to experimentally
measured thermodynamic and kinetic
properties while a thin-interface analy-
sis**** allows the variation of the phase-
field variable overa certain thickness for
the interface. It is shown by A. Karma*’
that a phase-field simulation using the
thin-interface asymptotics permits one
to use a larger interface width and thus
larger grid size.

Applications to the Ni-Al and
Ni-Al-Mo Systems

Nickel-based superalloys consist of
orderedintermetallicy’-L1, precipitates
embedded in a disordered face-centered
cubic (fee) y-fee matrix. The y” precipi-
tate morphology and spatial distribution
are known to depend on a number of
factors including the alloy compositions,
temperature, presence of dislocations,
and applied stress direction. Therefore,
extensive efforts have been devoted to
understanding the evolution of the y’
precipitate microstructure, both experi-
mentally and theoretically, over the past
50 years.* This section presents recent
work on Ni-Al through combining first-
principles calculations, CALPHAD
modeling, and phase-field simulations
to determine the relationships between
chemistry and microstructure at high
temperatures.* The ternary Ni-Al-Mo
system is one of the basic systems for
nickel-based superalloys.*

First-principles calculations were per-
formed using VASP* with the ultrasoft
pseudopotentials and the generalized
gradient approximation.*’” Spin-polar-
ized configurations are used for checking
the magnetism of nickel and nickel-rich

compounds. The thermodynamic prop-
erties of aluminum, nickel, NiAl, and
Ni Al can be systematically calculated
by means of the linear-response theory
(LRT)* and the supercell method (SC)°
with the phonon dispersion calculations
for L1, Ni,Al shown in Figure 2. For
the L1, structure represented by a four-
sublattice model (i.e.. (ALNi)(ALNi)
(ALNi)(ALNi)), the SQS for the random
mixing in each sublattice are equivalent
(i.e., (ALNi)(i)(j)(k) where i, j, and k are
either aluminum or nickel). A 64-atom
SQS'7 was developed using ATAT. The
calculated enthalpies of formation using
the ultrasoft pseudopotentials for four
combinations of i, j, and k are shown in
Figure 3. There is
combinations where aluminum substitu-
tions take place in different sublattices.
It is observed that the atomic environ-
ments have significant impacts on the
enthalpies of mixing.

Forlattice distortion and lattice param-
eters, 108-atom supercells are employed
with one solute atom in each supercell
to study the lattice distortions caused
by solute atoms.* Eleven commonly
used alloying elements in nickel-based
alloys were chosen, namely, Al, Co, Cr,
Hf, Mo, Nb, Re, Ru, Ta, Ti, and W. The
lattice distortions due to solute atoms can
be separated into two categories, local
lattice distortion and macroscopic lattice
distortion, with the latter represented

in equal number of

by the overall lattice parameter change
represented by Aa=a_ —a  witha
and being the lattice parameters of
pure solvent and the solution containing

the solute atoms. For dilute solutions, one
can define a linear regression coefficient
defined as k, = N Aa with N_being the
number of atoms in the supercell. The
linear regression coefficients and local
relaxations for the ten elements listed
have been evaluated from first-principles
calculations.*

Interfacial energies between yand y*
have been calculated for two types of
interfaces, (001) and (011), with four
cubic L1, y*-Ni Al unit cells and four
cubic fee y-Ni cells. The Monkhorst k
points of 12x 12 x 6 and 8 x 12 x 8 are
employed for (001)and (011)interfaces,
respectively. The interfacial energies thus
obtained are 39.6 mJ/m* and 63.8 mJ/m’
for (100) and (110), respectively.

Inthe Ni-Al-Mo ternary system, there
are three binary systems: Ni-Al, Al-Mo,
and Ni-Mo. The thermodynamic models
of Ni-Al**and Al-Mo" were taken from
the literature. In the Ni-Mo system, the
stability of Ni. Mo, Ni Mo, and 8-NiMo
was recently investigated by first-prin-
ciples calculations.” Based on those
newly obtained enthalpy of formation
of compounds, the enthalpy of mixing
in fce and body-centered cubic by SQS,
and experimental data in the literature,
the thermodynamic modeling of the Ni-

4. The morphological evolution of y* from 3-D simulations in an Ni-13.8 at% Al alloy
agﬂdaﬁ ,023 K for (a) 15 min.; (b) 2 h; (c) 4 h; (d) 8 h.%
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Mo system was carried out and a new
Ni-Mo phase diagram was obtained.’'
In the Ni-Al-Mo system, the parameters
of the non-stoichiometric phases from
three binary systems were evaluated by
considering the solubility of the third
component, and ternary phases intro-
duced based on first-principles calcula-
tions.*

The atomic mobility in y Ni-Al was
modeled by A. Engstromand J. A gren.*
The atomic mobility in ¥* of Ni-Al is
needed along with the atomic mobility
in yand y* of Ni-Mo, Al-Mo, and Ni-
Al-Mo. Based onavailable experimental
information, the atomic mobility for
Al-Mo and Ni-Mo were evaluated.* For
atomic mobility in y’, to extract the
ordering effect from the experimental
data, both the kinetic description for the
related disordered phase and the related
thermodynamic description are
needed.

The thermodynamic database for
Ni-Al from N. Dupin et al.* and the
mobility database for y AI-Ni from
Engstrom and Agren® were used to
evaluate the model parameters in Y’
Since molybdenum prefers to occupy
aluminumsitesiny’, the effectof Al-Mo
ordering is ignored and the atomic mobil-
ity of molybdenum in y’-Ni Al is
assumed to be the same as that of alu-
minum. The atomic mobility in the
hypothetical y’-Ni,Mo phase is assumed
to be the same as that in y’-Ni AL*

Lattice parameters in Ni-Al have been
modeled.”* Model parameters for the
lattice parameters of y and y” in Ni-Al
and Ni-Al-Mo are listed in References
34 and 54. Using the lattice parameters

Equations
G, = "G, + G, +*G, (1)
D; =RTM, 2)
DD 9
' RT RT RT
1 1
= ﬁexp[—ﬁ(o, =RTInDy )]
1 AD,
=—exp|-—
RT [ RT ] 3)
Bulk modulus = %_1.00096 EN - 0.35682 x - 0.77228BLA-N
—0.83367 BLB-NpP0.03296 Q*tet p 0.18484 Q*oct ~0.13503 Q*N )

of yandy’, the lattice mismatch between
them was predicted. Extreme care must
be taken in using proper phase composi-
tions based on experimental proce-
dures.™ The effect of molybdenum on
the lattice parameters of y and Y* was
studied through first-principles calcula-
tions with its substitution in either
sublattice considered separately and
modeled through the lattice change
Aa. =Y ¥ kiy; where s indicates dif-
ferent sublattices and i denotes solute or
anti-site elements, y: is the atomic frac-
tion of i in sublattice s, and k;is the
related linear coefficient. Combining
with the lattice parameter of y’-Ni,Al,
the lattice mismatch between yand ¥’ is
calculated.***

Despite the remarkable success of
phase-field simulations in providing a
fundamental understanding of underly-
ing thermodynamic and kinetic mecha-
nisms leading to various morphological
evolutions of y’ precipitates, existing

[ - Experil | Data
O - Simulation Data

Fitted, Experi
Fitted, Simulations

phase-field simulationresults are largely
qualitative due to the simplifications in
thermodynamic and Kinetic properties
and the existing numerical approaches
and computer power that limit most

imulations totwodi ions. However,
there has been significant recent progress
in developing phase-field models for
predicting the quantitative coarsening
kinetics of ¥ precipitates.”*" In these
simulations, nucleation of ¥* in the
supersaturated y phase was explicitly
introduced into the system at the begin-
ning of a phase-field simulation using
an approach similar to that described by
Simmons et al.**

Figure 4 shows an example of three-
dimensional (3-D) morphological evolu-
tion of y” in an Ni-13.8 at.% Al alloy at
atemperature of 1,023 K. The simulation
was performed using a 64 x 256 x 256
grid with a unit grid size of 2.5 nm. In
other words, the system is 160 nm x 640
nm x 640 nm in its physical size. The
initial state was a homogeneous solution
with small composition fluctuations
around the average composition. Spher-
ical nuclei with an average radius of 7.5
nm were randomly introduced to the
computational domain at t > 0 with the
mass balance maintained at all times.
Approximately 6,000 particles were
formed during the nucleation stage.
According to experimental observa-
tions," precipitation occurs very rapidly
inthis system. Thus, the nucleation event
was switched off at an early stage of
aging (t =15 min.).

The volume fraction of y” at the four
different aging times in Figure 4 is
approximately 9-12%, which is very
close to the equilibrium volume fraction
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of 10%. Precipitate coarsening is clearly
seen where the number of particles in
the computational domain decreases
from about 2,500 at t = 15 min. to 110
at t = 8 h. Shrinkage and growth of
precipitates, as well as the coalescence
of two neighboring domains, are
observed. Driven by the reduction of the
interfacial energy and elastic energy, the
average precipitate size grows, accom-
panied by a change of particle shape
from spherical to cuboidal, rod-like, or
plate-like at later stages. The shape
change from spheres to cubes occurs
when the average particle size is around
20-25 nm at an aging time about 2-4 h,
which is in good agreement with exper-
imental observations.*

With the precipitate morphologies as
a function of time, one can evaluate the
quantitative coarsening kinetics. For
cube-shaped particles, the relationship
between the average cube edge length
a and aging time can be expressed as
@' =@y = Kt. The mean particle edge
length was obtained by following the

same procedures used in the experi-
ments.”

Figure 5 shows the simulated and
experimental results plotted as @' — )
vs. ton a logarithmic scale. The solid
and dashed lines are linear fits to the data
from the simulations and experiments,
respectively. The rate constant K and the
initial particle size @, are 4.60 x 10°

experimental results,”” a number of
phase-field simulations at a temperature
of 1,048 K were performed with the y
volume fraction close to0).15. The effects
of volume fractions of precipitates were
studied by selecting more alloys along
the tie-lines of the previously identified
alloys. The detailed two-dimensional
and 3-D simulation results are presented

nm*h and -2.99 nm from experi |
data,”” and 5.57 x 10° nm‘/h and —4.07
nm from simulation data, respectively,
with the rate constant K being approxi-
mately 20% higher than the experimen-
tal value. Considering the faster coales-
cence of neighboring particles in the
simulations than in reality, due to the use
of wider interface and the uncertainty in
experiments and simulations, the agree-
ment between the rate constant obtained
from the simulations and the experimen-
tally measured value is excellent.
Recently, phase-field simulations of
the morphological evolution and coars-
ening kinetics in Ni-Al-Mo have also
been carried out.* To compare with

in Ref e 54.

It is observed that the morphologies
of ¥ in the simulated and experimental
microstructures agree well with each
other. With an increase of the molybde-
num concentration from Al to A3, the
lattice mismatch decreases, and the y’
morphology changes from rectanglular
tocircular. Forallthe alloy compositions,
the coalescence is observed between
neighboring domains with the same order
parameter, similarto the previous phase-
field simulations in Ni-Al alloys.* The
coarsening rate constants as a function
of molybdenum contents and y* volume
fractions have been compared with
experimental data in the literature.™
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SOFT MODELING:
APPLICATION TO CRYSTAL
CHEMISTRY DESIGN

As an example of the soft modeling
approach to “materials-by-design,” the
authors have worked to identify combi-
nations of mixed metal sequences for a
given stoichiometry of nitrides that can
serve as promising candidates for the
desired properties.” To experimentally
synthesize and characterize a vast array
of possible compositions is, of course,
not realistic. Similarly, despite the
advances and sophistication of first-
principles predictions, it is equally
prohibitive to computationally predict
properties foralarge combinatorial array
of crystal chemistries. The informatics
approach is unique in that it blends in
data derived from both experiments and
computation to serve as a “training” data
set and integrates it into an ultra-large
elemental database. This database con-
tains a vastarray of property information
that is relevant to issues of interest here
such as thermal expansion, compress-
ibility, and modulus.

The fundamental strategy of this work
is to apply multivariate analysis on the
multiple parameters or latent variables
(LVs), which are used in the theoretical
calculations to quantitatively assess the
statistical relationship of each of the
numerous descriptors of each compound
studied.” The goal is to explore the
individual correlations of the specific
variables (i.e., LVs) used in the ab-initio
calculations, which take into account
their relative impact on final properties.
The partial least squares (PLS) regression
method is particularly appropriate for
QSAR formulations as it is used to pre-
dict properties based on variables (even
some which may have only indirect
impact) which collectively relate to these
properties. Inaddition, model parameters
in PLS can be more accurately calculated
with an increasing number of relevant
variables and observations. Partial least
squares also has the advantage over
multiple linear regressions for handling
of collinearity and missing data. The
mathematical formulation of this method
is one that calculates a projection which
captures the variance in the predictor
variables (X) and the correlation between
it and the predicted variables (Y). In
other words, PLS is a method to maxi-

mize covariance between factors, X, and
responses, Y. Detailed geometrical or
mathematical descriptions can be found
in the literature.” The PLS analysis
results in an equation that is a linear
combination of the LVs.

The emphasis in PLS is on predicting
the responses and not necessarily on
trying to understand the underlying
relationship between the variables (hence
the term *“soft modeling”). For example,
PLS is notusually appropriate for screen-
ing out factors that have a negligible
effect on the response. However, when
prediction is the goal and there is no
practical need to limit the number of
measured factors, PLS can be a useful

The PLS method
can be applied to
rationalize the
materials attributes
relevant to materials
function or property.

tool. If the number of factors gets too
large (for example, greater than the
number of observations as in the case of
multi-scale modeling), one is likely to
get a model that fits the sampled data
perfectly but that will fail to predict new
data well. This phenomenon is called
over-fitting. Insuch cases, although there
are many manifest factors, there may be
only a few underlying or latent factors
that account for most of the variation in
the response. The general idea of PLS
is to try to extract these latent factors,
accounting for as much of the manifest
factor variation as possible while model-
ing the responses well. For this reason,
the acronym PLS has also been taken to
mean projection to latent structure. The
PLS method can be applied to rational-
ize the materials attributes relevant to
materials function or property. This
permits one to use PLS methods to
develop explicit quantitative relation-
ships that identify the relative contribu-
tions of different data descriptors, and
the resulting relationship between all
these descriptors as alinear combination,
to the final property.

For instance C. Suh and K. Rajan®'
explored the attributes used in electronic
structure calculations and their influence

on predicting bulk modulus. Using PLS,
a QSAR was developed relating bulk
modulus with a variety of

Bulk modulus = %_1.00096 EN
—-0.35682 x — 0.77228BLA-N
—0.83367 BLB-NDP0.03296 Q*tet p
0.18484 Q*oct -0.13503 Q*N

where EN = weighted electronegativity
difference, X =internal anion parameter;
BLA-N = A-N bond length; BLB-N
= B_N bond length; Q*tet = Mulliken
effective charge for tetrahedral site ion;
Q*oct = Mulliken effective charge for
octahedral site ion; and Q*N = Mulliken
effective charge for N ion.

By systematically exploring the
number and type of variables needed,
very strong agreement was found in
being able to predict properties consistent
with ab-initio calculations based strictly
on a data-driven analysis. Based on the
authors’ QSAR formulation, the role of
the effective charge (Q*) in enhancing
modulus is particularly notable. This is
consistent with theoretical studies that
show it is the effective charge parameter
which helpstodefine the degree of charge
transferand the level of covalency associ-
ated with the specific site occupancy of a
given species. Ab-initio calculations of
this effective charge can then be used as
a major screening parameter in identi-
fying promising crystal chemistries for
promoting the modulus. Hence, using
PLS to develop a QSAR formulation
combined with an interpretation of
the physics governing these materials
can indeed be valuable. The authors’
predictions fit well with systems of
similarelectronic structure and allow the
identification of outliers based on these
quantum mechanical calculations. Based
on these predictions, materials design
can be effectively accelerated by focus-
ing on promising candidate chemistries.
Those selected can then be subjected to
further analysis viaexperimentation and
computational methods to validate crys-
tal-structure-level properties. The data
generated by these selective experiments
and computations also serve to refine
the next generation of training data for
another iterative round of data mining,
which permits a further refinement of
high-throughput predictions.

By using a “rational drug
design”approach to targeting potential
new crystal chemistries, Suh and Rajan
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have developed virtual compound chem-
istries with targeted modulus properties.
This approach can be extended to cover
a broad range of refractory metal alloys,
oxides, nitrides, and oxy-nitrides, and
will be complemented by ab-initio cal-
culations to study interactions with these
materials. The informatics will help to
facilitate the multiscale modeling as
shownin the clear delineation of the mod-
ulus behavior associated with refractory
materials from oxides and nitrides and
diamond. When coupled to processing
and performance data, models can be
built for establishing structure-property
relationships to serve as design maps for
targeting materials chemistry optimized
forsatisfying amultivariate set of design
parameters, as illustrated in Figure 6.

CONCLUSION

The two computational strategies for
linking length scales that were presented
in this report can help a materials-by-
design strategy. The integration of both
these approaches produces another tool
for materials scientists to accelerate
design and discovery.
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