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Introduction

The last decade or so has seen exciting
developments in the field of modeling solid-
state phase equilibria and phase transfor-
mations. In this article, we highlight three
areas where such significant advance-
ments have taken place, and demonstrate
that linking these three approaches may
yield an even more powerful tool for
modeling solid-state phase transforma-
tions and microstructure evolution dur-
ing the processing of multicomponent
commercial materials: (1) first-principles
atomistic calculations, (2) phase-field
modeling of the temporal microstructure
evolution, and (3) computational thermo-
dynamics.

First-principles atomistic calculations, based
on density-functional theory, do not rely
on empirical input and hence are predic-
tive in nature. These methods yield quan-
tities related to the electronic structure
and total energy of a given system, and
may be used to accurately predict zero-
temperature phase stabilities of alloys and
compounds. By combining first-principles
techniques with statistical mechanics meth-
ods (e.g., as discussed in the next section),
one opens the possibility of exploring,
without any fitting parameters, thermo-
dynamics phenomena such as phase-
transformation temperatures and phase
diagrams,*2 short-range order,>* and anti-
phase and interphase boundary energet-
ics.® Furthermore, these approaches are
amenable to any phases of a given alloy
system, not only the equilibrium phases.
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Hence, first-principles techniques can pro-
vide a method to obtain properties of
metastable phases, which are often crucial
to mechanical properties (e.g., strengthen-
ing precipitates) but can be difficult to iso-
late and study experimentally.

Phase-field modeling, based on fundamen-
tal principles of thermodynamics and ki-
netics, has recently been established as
a powerful method for predicting the
temporal microstructure evolution during
solid-state phase transformations®’ (for
applications of phase-field modeling to
solidification microstructures, see the re-
cent review by Boettinger et al.f). In a
phase-field model, the nature of a phase
transformation as well as the microstruc-
tures that are produced is described by a
set of continuous order-parameter fields.
The temporal microstructure evolution is
obtained by solving field kinetics equa-
tions that govern the time-dependence
of the spatially inhomogeneous order-
parameter fields. This model does not
make any a priori assumptions about the
transient morphologies and microstructures
that may appear during a phase-
transformation path. The phenomenologi-
cal nature of the phase-field model allows
one to model the microstructure evolution
for a wide variety of diffusional and dif-
fusionless phase transformations such as
precipitation reactions,® ferroelectric trans-
formations,’®2 martensitic transformations,?
phase transformations under an applied
stress,>** and phase transformations in

the presence of structural defects (e.g.,
dislocations).'

The development of computational thermo-
dynamics approaches (often referred to as
calculated phase-diagram, or CALPHAD,
techniques) has made possible the predic-
tion of thermodynamics phase boundaries
in multicomponent commercial alloys,
often with 10 components or more.t’*¥ The
CALPHAD approach can yield phase re-
lationships and thermodynamics properties
in experimentally uninvestigated regions
of multicomponent systems from the ex-
trapolation of their lower-order systems.*
This approach forms the foundation for
the emerging concept of system materials
design.222

Monte Carlo Simulations of
Alloy Morphologies Using
First-Principles Energetics

Although highly accurate for predicting
alloy properties, first-principles methods
are currently limited to relatively small
systems with a few hundred atoms. A
simple estimate of the number of atoms in
a typical microstructure (assuming an fcc
lattice constant of ~4 A) yields 1 gm® =
62,500,000,000 atoms. Additionally, the
problem of microstructural evolution of
precipitate morphologies in a disordered
solid-solution matrix requires a statistical
sampling of the configuration space in-
volved. In other words, one might need
to evaluate the energetics of hundreds of
billions of atoms, in trillions of configura-
tions, in order to accurately account for
the thermodynamics of this microstruc-
tural problem from an atomistic approach.
Therefore, the direct application of first-
principles atomistic techniques to prob-
lems of alloy microstructure such as those
described in this article is clearly impos-
sible with the computation power avail-
able for the foreseeable future. Even the
somewhat simpler problem of calculating
bulk solid-solution free energies or equi-
librium precipitate shapes can require a
simulation cell containing thousands of
atoms or more, sampled over millions of
configurations. Here, we describe a tool
that has recently made possible the exten-
sion of first-principles energetics to thermo-
dynamics properties of alloy systems with
hundreds of thousands of atoms:?*% the
mixed-space cluster expansion (CE).

In the mixed-space CE technique, ener-
getics from first-principles calculations
for a number of small unit cell (typically
~10 atoms or fewver) structures are mapped
onto a generalized Ising-like model.t?
In the CE approach, one selects a single,
underlying parent lattice (in this case, fcc)
and specifies the occupations of each of
the N lattice sites by an A atom or a B atom.
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For each configuration ¢, one assigns the
spin-occupation variables, S; = =*1, to
each of the N sites. Within the Ising-like
description of the mixed-space CE, the po-
sitional degrees of freedom are integrated
out, leaving energy as a function of spin
variables {S}, which reproduces the ener-
gies of atomically relaxed configurations.?
The expression used for the formation en-
thalpy (the zero-pressure energy with re-
spect to the compositional average of the
alloy constituents) of any configuration «
in the mixed-space CE is

AH =ZRlsF + Z DI,

+ %AECSE(k) P, (1)

where the J variables are the interaction
energies (“effective cluster interactions™),
f is a symmetry-distinct figure comprising
several lattice sites (pairs, triplets, etc.),
Dy is the number of figures per lattice site,
Jr is the Ising-like interaction for the figure
f, and the “lattice-averaged product” IL; is
defined as a product of the variables S; over
all sites of the figure f, averaged over all
symmetry-equivalent figures of lattice sites.
J(k) and S(k) are the lattice Fourier trans-
forms of the real-space pair interactions
and spin-occupation variables J and S;, re-
spectively, and CS is the coherency strain
energy, defined as the strain energy of bulk
A and B required to maintain coherency
along an interface with orientation k.

3 = 270N atoms
2710 Ol alons
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The CE expression for AH contains three
summations: (1) pair interactions, conve-
niently summed using the reciprocal-space
concentration-wave formalism; (2) non-
pair multibody (e.g., three-body, four-
body) interactions expressed in real space,
and (3) the coherency strain energy. In
practice, this quantity may be calculated
from the energy change when bulk solids
A and B are deformed from their equilib-
rium cubic lattice constants a5 and ag to
a common lattice constant a, in the di-
rection perpendicular to k. Using first-
principles energetics mapped onto the form
of Equation 1, one can determine for agiven
alloy system the interactions J(k) and J;, as
well as the coherency strain, from a de-
tailed qguantum mechanical approach. The
CE approach thereby retains the accuracy
of first-principles energetics, while the
Ising-like form for the energy is simple
enough to enable Monte Carlo simulations
with thousands of atoms sampled millions
of times.

An example of this first-principles CE
approach is shown in Figure 1, which
shows the calculated equilibrium shapes
of Guinier—Preston (GP) zones in Al-Cu.?*
Using a first-principles-constructed CE for
Al-Cu, Monte Carlo simulations are per-
formed, beginning at high temperatures
(where a solid-solution phase is stable) and
slowly cooling through the coherent phase
boundary to lower temperatures. Since the
CE is only defined for coherent fcc-based
configurations, the incoherent equilibrium
structures do not appear, and the coherent

36 = 175,614 aloms
1408 Cu atems
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phase stability is “exposed.” In this man-
ner, we can determine not only the equi-
librium shapes of coherent precipitates
below the phase boundary, but also the
coherent phase boundary itself, as well as
solid-solution properties at higher tem-
peratures. In Al-Cu, we have found a size-
dependent transition in the equilibrium
shape, from Cu(001) monolayers at small
precipitate sizes to a bilayer Cu/AIZAl/
Al/Cu at larger precipitate sizes.* This
transition, which explains many of the ob-
servations of GP1/GP2 zones in Al-Cu
(see, e.g., a summary of the controversy in
Reference 28), can be explained in terms of
the balance between the thermodynamics
driving force (favoring the bilayer struc-
ture) and the interfacial energy penalty
around the rim of the plate (favoring the
monolayer structure).

One should note that in the Al-Cu ex-
ample shown here, the Monte Carlo simu-
lations select the preferred morphologies
and ordering out of the astronomical
number of 2N possible arrangements of Al
and solute atoms, where N can be as large
as 250,000. Thus, for a given alloy system,
it is possible from these simulations to
make an unbiased prediction of not only
the equilibrium shapes of individual pre-
cipitates, but also the specific ordering in-
ternal to the particles.

We next turn to the larger-length-scale
problem of microstructure evolution, which
is currently beyond the capabilities of atom-
istic methods. The phase-field methodology;,
in which the atomic degrees of freedom

G4 = 262,144 atoms
2598 U alowns

Figurel.Equilibrium precipitate shapes of Guinier—Preston (GP) zones in Al-Cu, predicted from the first-principles mixed-space cluster
expansion (CE) technique with Monte Carlo simulations. Results are shown for three simulations with progressively larger precipitate sizes
with about 1% Cu. A change in the equilibrium shape is seen from a Cu(001) monolayer (GP1) at small sizes to a Cu/Al/Al/Al/Cu “sandwich”
structure stacked along (001) (GP2) for larger precipitates. In each case, only the Cu atoms are shown, color-coded by the number of the

12 nearest neighbors (NN), which are also Cu.
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are integrated out, provides a flexible frame-
work for treating a wide variety of such
microstructural problems.

Phase-Field Modeling of Coherent
Phase Transformations

Phenomenologically, any phase trans-
formation can be characterized by order
parameters that distinguish the parent and
product phases. For example, an order—
disorder transformation can be described
by a single or multicomponent long-range
order parameter whose value is zero for
the disordered phase and finite for the
ordered phase. A simple idea to extend
this order-parameter concept for micro-
structure evolution is to make the order-
parameter fields spatially inhomogeneous
and continuous; this idea embodies the
diffuse-interface description of an inhomo-
geneous system. 2 Information concerning
the morphology and microstructure can
be extracted from the spatial distribution
of the order-parameter fields.

Within the diffuse-interface description,
the thermodynamics of a phase transfor-
mation and the accompanying micro-
structure evolution are modeled by a free
energy that is a function of all the order-
parameter fields, or “phase fields.” For a
structural transformation, the total free
energy can roughly be separated into the
following three contributions:

Ftot = Finc + Fint + Felastv (2)

where F; is the incoherent bulk free en-
ergy, Fi is the total interfacial free energy,
and F,. is the coherency elastic strain en-
ergy arising from the lattice accommoda-
tion along the coherent interfaces in a
microstructure. For a microstructure de-
scribed by a composition field ¢ and a set
of structural order parameters, %y, %, ...,
%, the first two terms of Equation 2 are
given by (see Reference 30 for the case of a
composition field)

Finc + Fint = Jlf(cf 7, I "}l)

a?,'a'?,'
T AV + 3 ﬁ,ka—:_ ar].J &, (3)

where f(c, #1, %2,..., %) IS the local in-
coherent free-energy density as a function
of composition and structural order pa-
rameters at a given temperature and pres-
sure, and a and & are gradient-energy
coefficients.

An extensive discussion of the effect of
elastic strain energy (Fea in Equation 2)
on microstructures produced from coher-
ent structural phase transformations can
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be found in the book by Khachaturyan.®
Various simulation methods for modeling
coherent microstructures were recently re-
viewed by Fratzl.*> Most of the existing
phase-field simulations of coherent phase
transformations have assumed homoge-
neous elastic moduli.®” On the other hand,
some simulations have included small
elastic inhomogeneities by assuming that
the elastic inhomogeneity is small and can
therefore be modeled using first-order
approximations.®-%* Recently, high-order
methods have been proposed, and efficient
numerical algorithms for directly solving
the mechanical equilibrium equation have
been developed.®-* The calculated equi-
librium displacements, and hence the
elastic strain energy, are functions of com-
position and order-parameter fields.

With the total free energy of an inhomo-
geneous system written as a function of
order-parameter fields, the temporal evo-
lution of microstructures during a phase
transformation can be obtained by solving
the coupled Cahn-Hilliard nonlinear dif-
fusion equation for a conserved field c and
the time-dependent Ginzburg-Landau
equation for a nonconserved field #;:3%%

ac JF,‘,,

% _v. 4

at & “)
and

o F o1

at By ©)

where M is related to atom mobility and L;
is the relaxation constant associated with
the order parameter ;.

Numerical solutions to the set of kinet-
ics equations (Equations 4-5) provide the
temporal and spatial evolution of the
order-parameter fields and thus describe
the microstructure evolution. One of the
main advantages of the field approach is
that any arbitrary microstructure can be
easily treated because there is no explicit
tracking of the interface positions as in
conventional sharp-interface modeling. In
addition, various thermodynamics driv-
ing forces for microstructural evolution,
including bulk chemical free energy, inter-
facial energy, and elastic strain energy, can
be described with the same set of kinetics
equations. Hence, different processes such
as nucleation, growth, and coarsening can
be described within a single, consistent
physical and mathematical model.

One of the most studied examples using
phase-field simulations is the precipita-
tion process of a cubic intermetallic phase
(") from a cubic disordered matrix (z) in
Ni-based superalloys.“~* The precipitation

process is described by a compositional
and a three-component order-parameter
field. For this particular precipitation re-
action, the order parameters are well
defined physically and can be linked to
microscopic quantities. This is different
from solidification modeling, in which an
auxiliary order-parameter field called a
“phase field” is used as a way to distin-
guish a solid and a liquid, and as a mathe-
matical convenience to avoid explicitly
tracking the interface positions.® The
transformation strain for this precipitation
reaction is dilatational and contains the in-
formation about a microstructure through
its dependence on composition and order-
parameter fields. A /3’ microstructure
calculated from a three-dimensional phase-
field simulation is shown in Figure 2.*
The functional form of the bulk free en-
ergy is based on the symmetry considera-
tions of the 3/7’ crystal structures, and
the parameters entering the free energy
are chosen to give the appropriate » + 3’
two-phase equilibrium. The initial state is
a homogeneous disordered Ni-Al alloy, 3.
Upon annealing within the two-phase
(» + »’) field, the 3’-ordered phase par-
ticles nucleate and grow in the disordered
matrix. In a given microstructure, the par-
ticle shapes of relatively small particles are
nearly spherical. As the particle sizes in-
crease, their shapes gradually become
cuboidal, and subsequently platelike, for
relatively large particles. Since the inter-
facial energy is assumed to be isotropic in
this particular simulation, the cuboidal
and platelike shapes are entirely due to
the anisotropic long-range elastic inter-
actions. The particles tend to align along the
crystallographically soft (minimum elastic
modulus) directions ([001] in this case)
during the precipitation process, and the
degree of alignment increases as particle
coarsening goes on. The strong particle—
particle correlation is a manifestation of
long-range elastic interactions among the
precipitates. The predicted morphological
and microstructure evolution agrees well
with experimental observations in Ni-based
superalloys® and is in general agreement
with results obtained from other theo-
retical models.®> With the temporal mi-
crostructures, it is possible to analyze the
size and size distributions of precipitates
at any given moment, and hence the
coarsening kinetics of precipitates can be
determined.

Combined First-Principles/
Phase-Field Calculations:
Toward More Predictive
Models of Microstructure

As the previous discussion illustrates,
the continuum phase-field methodology is
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Figure2. The temporal morphological evolution during precipitation of 3'-ordered particles
from a y matrix, predicted using a three-dimensional phase-field simulation.

able to predict complex alloy microstruc-
tures and their evolution during thermal
aging. However, phase-field techniques
often rely on empirical or difficult-to-
measure physical quantities as input (e.g.,
Equation 2): (1) bulk free energies of solid-
solution and precipitate phases, (2) precipi-
tate/matrix interfacial free energies, and
(3) precipitate/matrix lattice parameters
and elastic properties. Often, the precipitate
phases of interest are metastable, rather
than equilibrium, phases, which can make
experimental determination of these quan-
tities problematic. What is required to make
the phase-field calculations more predic-
tive is a physically motivated method for
accurately obtaining these input quan-
tities. The combined first-principles/
statistical mechanics approach just de-
scribed can be used for such a purpose.
As we have explained, the direct appli-
cation of first-principles atomistic tech-
niques (limited to ~10? atoms) to problems
of alloy microstructure (typically ~10%
atoms), such as those described in this
article, is clearly impossible. Even the
mixed-space CE technique described for
predicting coherent precipitate shapes is
currently limited to 10°-10° atoms, and
hence is still not adequate for treating the
micrometer length scale. However, from
the combination of first-principles atom-
istic calculations, the mixed-space CE
approach, and Monte Carlo simulations
described here, it is possible to obtain each
of the thermodynamics driving forces for
microstructural evolution we have de-
scribed: (1) The bulk free energy of the solid-

solution and precipitate phases may be
obtained from Monte Carlo simulations of
the type in Figure 2 coupled with thermo-
dynamics integration techniques to obtain
the free energy. (2) The precipitate/matrix
interfacial free energies may be obtained
from similar Monte Carlo simulations
or from low-temperature expansion tech-
niques. Alternatively, if only the T =0 K
values are needed, direct first-principles
supercell calculations can also provide in-
terfacial energies (i.e., without the need for
a CE). (3) The elastic strain energies are of
precisely the same form as the coherency
strain energy used to generate the mixed-
space CE. Hence, from a combination of
first-principles atomistic calculations, a
mixed-space CE approach, and Monte
Carlo simulations, one can obtain all of the
driving forces needed as input to a contin-
uum phase-field model. The incorpora-
tion of these energetic properties, obtained
from atomistics, into a continuum micro-
structural model represents a bridge be-
tween these two length scales and a real
breakthrough in modeling capabilities: a
“first-principles” model of alloy microstruc-
tural evolution.

We have recently applied this idea of
linking first-principles and phase-field
methodologies to the problem of £ (Al,Cu)
precipitation in the Al-Cu system.* These
£ precipitates occur not only in binary
Al-Cu alloys, but also are strengthening
precipitates in a wide variety of industrial
aluminum alloys. The phase-field model
of Li and Chen™ was modified to include
anisotropic interfacial energies, and the

input quantities for the model were gener-
ated from first-principles atomistics, as
previously described. Thermodynamics
integration of the CE for Al-Cu (used to
generate GP zone shapes in Figure 1)
yielded the solid-solution free energies.
However, the problem of # precipitation
is more complex here than in the earlier
discussion of coherent precipitation, be-
cause #' precipitates are not fully coherent
with the Al matrix and #’ is not a super-
structure of fcc (i.e., it is not formed by
placing Al and Cu atoms on sites of a fully
occupied fcc lattice). Therefore, the fcc CE
used for the Al-Cu solid solution is not
amenable to determining properties of &'
For these properties, we appeal to direct
first-principles calculations: the free en-
ergy of £ is obtained from first-principles
calculations of the T = 0 K energetics cou-
pled with the calculated vibrational en-
tropy of this phase, which has recently
been found to be unexpectedly important
in this system.*” These bulk free energies
of matrix and precipitate phases are then
fit to the local free energy as a function of
order-parameter fields in the phase-field
model. T = 0 K interfacial energies are de-
termined from supercell calculations, both
for the coherent interface (along the face of
the platelike &’ precipitates) and for the in-
coherent interface (around the rim of the
plates). The anisotropy of these interfacial
energies is large and is incorporated in
the phase-field model. Coherency strain
calculations of AlZ/Al,Cu(¢’) and the cal-
culated lattice parameters of each phase
determine the elastic strain driving force
in this system. Thus, we have obtained all
of the necessary thermodynamics input
for the microstructural evolution of this
system from an atomistic, predictive
methodology. Figure 3 shows a prelimi-
nary example of phase-field simulation
using thermodynamics driving forces ob-
tained from first-principles calculations.
The agreement between the calculated
and observed microstructure of ¢’ in both
binary and multicomponent alloys is ex-
cellent.®® Extracting more quantitative
microstructural information from these
simulations, which are useful in under-
standing precipitation-hardening behavior,
is under way.

The approaches discussed so far are for
binary systems only. On the other hand,
technologically important materials are
typically multicomponent, with more than
three components. In the next section, the
current methodology of computational
thermodynamics of multicomponent sys-
tems will be presented, followed by a road
map showing how all three approaches
described in this article may fall into a uni-
fied computational tool.
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Computational Thermodynamics
of Multicomponent Systems:
A CALPHAD Approach

Computational thermodynamics is based
on computer modeling of classical thermo-
dynamics. In this approach, a large num-
ber of experimental data are used to extract
parameters describing the alloy energet-
ics, which are then used in calculations of
thermodynamics properties, phase equi-
libria, phase diagrams, and phase trans-
formations through the minimization of
free energy and the calculation of thermo-
dynamics driving forces. This approach
has been developed primarily through the
efforts of the CALPHAD community, and
has reached the stage of being able to pro-
duce reliable phase diagrams and stability
maps for complicated multicomponent
commercial alloys.8-20.23

Thermodynamics modeling begins with
the evaluation of thermodynamics descrip-
tions of unary and binary systems. By
combining the evaluated consititutive bi-
nary systems and ternary experimental
data, ternary interactions and the Gibbs
energy of ternary phases are obtained.
Thermodynamics databases thus devel-
oped cover the whole composition and
temperature ranges, including experimen-
tally uninvestigated regions. For example,
in the Al-Fe-Si ternary system, in addition
to the nine intermetallic compounds in the
binary systems, there are seven ternary
intermetallic compounds in the ternary
system. Figure 4 presents the calculated
liquidus projection for the Al-Fe-Si ternary
system.” With the thermodynamics data
developed, many types of quantities can
be readily calculated, such as isopleth and
isothermal sections, as shown in Refer-
ence 49. Based on the same procedure,
thermodynamics descriptions of multi-
component systems have been developed
and can be found on the Internet.505!

As just discussed, the CALPHAD ap-
proach is primarily based on available
experimental data. However, in many
cases, the amount of experimental data,
especially thermochemical data, is not suf-
ficient to provide a reliable thermodynamics
description of the system. Furthermore,
scattered and uncertain experimental data
may be described equally well with differ-
ent sets of model parameters. Such non-
unique sets can yield disparate results for
higher-order systems. These difficulties
provide clear points of contact between
the CALPHAD approach and the first-
principles approaches. Whereas specific
data may be difficult (or even impossible)
to obtain experimentally, first-principles
methods can often be employed to yield
very accurate and physically clear ener-
getic information.
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Figure3. Temporal microstructure evolution during precipitation of tetragonal &* particles
(white) in a cubic matrix (black), obtained using a phase-field simulation with
thermodynamics parameters from first-principle calculations.
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Figure4. Liquidus projection of the Al-Fe-Si ternary system.

Summary and Outlook

In this article, we briefly outlined ad-
vances in three approaches for modeling
the thermodynamics and microstructure
evolution of phase transformations: first-
principles calculations, phase-field simu-
lation, and computational thermodynamics.
The main advantages and disadvantages
of each of these approaches have been dis-
cussed: Phase-field modeling is able to
predict complex microstructure evolution
during phase transformations, but it re-
quires as input phenomenological thermo-
dynamics and Kkinetics parameters. For
binary systems, we have demonstrated
that first-principles calculations can provide

physically meaningful thermodynamics
input to phase-field simulations. How-
ever, it is unrealistic (for the foreseeable
future) to assume that first-principles cal-
culations can be used to determine all of
the thermodynamics information for sys-
tems beyond ternary. On the other hand,
semiempirical methods based on the
CALPHAD approach are able to provide
the bulk thermodynamics information of
multicomponent systems, based on ther-
modynamics data in binary and ternary
systems. Therefore, we would like to con-
clude this article by presenting a vision for
linking these three approaches for multi-
component alloys (Figure 5); We suggest
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Figure5. Schematic vision for linking first-principles calculations, computational
thermodynamics and kinetics, and phase-field simulation of microstructure evolution.

that the development of a microstructure
modeling tool for multicomponent systems
of commercial interest requires the fol-
lowing three ingredients: (1) a multicom-
ponent microstructure model, (2) reliable
thermodynamics and kinetics databases
for the multicomponent system, and (3) an
interface linking (1) and (2).

The answer to the efficient development
of multicomponent thermodynamics data-
bases lies in a combination of approaches:
the CALPHAD method, which is semi-
empirical yet able to handle many compo-
nents; first-principles calculations, which
can provide critical thermodynamics data
for binary systems, but are not able to
deal with the complexities of the full
multicomponent problem; and available
experimental data. Analogous to the
CALPHAD approach of thermodynamics
database development, a combination of
atomistic calculations, experimental data,
and semiempirical treatment approaches
will allow the construction of kinetics
databases for multicomponent systems.
Since phase-field models require input for
thermodynamics and kinetics parameters,
the next logical step is to build a multi-
component phase-field model with an
interface to the thermodynamics and ki-
netics databases. Linking the three ap-
proaches described here with such an
interface can yield a microstructure mod-
eling tool for multicomponent systems
that is even more powerful than any one
of these approaches used alone. In prin-
ciple, for a given alloy temperature and
composition, a phase-field model, con-
nected with experimentally constructed
and first-principles-constructed thermo-
dynamics and kinetics databases, could
predict the temporal microstructure evo-
lution in multicomponent systems of com-
mercial interest.
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